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ABSTRACT

Wireless sensor networks that formed by gathering a large number of small sensor nodes are used in various fields. Choosing a suitable route for the transmission of data from the source to the destination can be effective in reducing energy consumption. There are different algorithms for routing in wireless sensor networks. But using an algorithm that helps us to choose a less power consuming path is very important. In this paper, we propose a simulated annealing based routing algorithm (SAT) to determine an optimal path from the source to a destination in wireless sensor networks. Creating neighbor paths is performed with the help of tabu search algorithm. Simulation for various networks is done with different number of nodes in which the sensor nodes are spread with balance and randomly. The results show a reduction in energy consumption and improvements of average length of distance in transferring information, in comparison to tabu search algorithm.
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1 INTRODUCTION

Wireless sensor networks involve a distributed collection of wireless sensor nodes with sensing, processing abilities, which are deployed in the field to the occurrence to be monitored. The key duty each of these sensor nodes is to sense, gather and process data and then send the processed data to the sink node. Sensor nodes in these networks are limited in terms of their battery capacities and in most of cases, it is not probable to recharge or modify batteries. Energy efficiency and network lifetime is the most important factor, which needs individual concentration while designing routing protocols for wireless sensor networks. Also due to node desolation or battery depletion changes of the network topology is constantly changing. The most important subjects while designing routing protocols for WSN are energy awareness, scalability and optimal resource management [1]. The major design purpose in wireless sensor networks is transmitting information from a source to a destination, in addition to raising the lifetime of these networks.

Sensor networks are used in various fields because of their benefits. These networks are made up of many small nodes, which have limited energy. On the one hand, advances in manufacturing technology in small ICs, on the other hand, the development of wireless communication technology cause designing of sensor network. The arrangement and design of the wireless sensor network is a very important trait of these networks. The performance of the protocol can affect the energy spent for sending of the information. Despite advances in this type of networks, sensor nodes are still dependent on low power batteries for their energy, due to the large number, small size and placement of contingency. One of the most important issues in these networks is the management of sensor network's energy, in a way that they can reach the objective for which they are planned. In fact, ways of reducing energy consumption is the most important requirement in sensor networks [2].

In the last few years, many research works have focused on dynamic power management, with aims of reduction of energy consumption in these networks [3]. Resource constraints of WSNs
include restrictions on the amount of energy, bandwidth, memory, buffer size, processing power and power transmission. In this context, power is of great importance. Recently, new perspectives have been proposed in the field of using thermal energy which is made of electrical components, to increase network energy [4]. In this paper, we propose a energy-efficient routing algorithm based on simulated annealing (SAT) to minimize energy consumption by selecting the appropriate path from a source node to a destination node. The main objective of this algorithm is to expand the lifetime of wireless sensor networks by decreasing energy consumption. In this paper, using simulated annealing algorithm for optimization of energy consumption parameters and routing will be done. We use the tabu search algorithms to create neighbor paths. Proposed algorithm begins with a random initial solution and desired temperature and in multiple iterations, with controlled changes in responses, moves toward an optimal solution. In each iteration with a small change in solution, a neighborhood is created. Also temperature as well as a cooling pattern is reduced. If the neighborhood obtained, was better than the current answer is accepted as an answer and algorithms move toward it.

The remainder of this paper is organized as follows. In Sect. 2 related work is discussed in detail. System model is presented in Sect. 3. In Sect. 4 the background for the understanding of the simulated annealing approach is provided. Sect. 5 the proposed algorithm is presented. Experiment results are shown in Sect. 6. And finally conclusion is given in Sect. 7.

2 RELATED WORK

In this section, a number of routing algorithms for wireless sensor networks are presented.

Azharuddin et al. [5] proposed a distributed energy efficient and fault tolerant routing algorithm for WSNs. When the cluster head is failure, this algorithm rebuilds connectivity among the nodes. In this paper, Weibull distribution method used for fault model.

Adnan et al. [6] presented a Trust and Energy aware Routing Protocol (TERP) that creates use of a distributed trust model for the identification and classification of misbehaving nodes. This routing protocol contains a compound routing function consisting of trust, remaining energy, and hop count of neighbor nodes in making routing determinations. These features help to establish and balance energy consumption between nodes. Also it causes routing data using shorter paths.

AIShawi et al. [7] suggests a novel routing protocol for wireless sensor network to increased network lifetime. This protocol uses a synthetic approach consist of fuzzy and A-star algorithm. The optimal route is calculated on the basis of remaining nodes energy. Also the base station schedules the routing according to the information acquired from the nodes.

Chelloug et al. [8] the objective of this paper is to find the optimal path for the reception probabilities by simulated annealing algorithm. To increase the lifetime of a WSN opportunistic routing is used together with random linear network coding. They provide two approaches: improving wireless performances by using transmission opportunities and avoiding coordination between nodes.

Güney et al. [9] in this paper, combined two mathematical programming formulations together under a single model. This algorithm work in two levels, in up level, the best sensor positions are sought by tabu search, and determining sink positions and data paths are solved efficiently in the low level.

Delavar et al. [10] proposed a distributed balanced routing algorithm for optimizing the cluster distribution. This approach aims to decrease the energy consumption by balancing the use of energy between nodes. Their method could implement a choosy state by using a local and distributed threshold detector.

Guo et al. [11] have presented a reliable multicast protocol in wireless networks. Energy efficiency and high throughput is the most important feature of this protocol. By using opportunistic routing, multicast power is significantly improved. Simulation results show that CodePipe compared with MORE and Pacifier protocols, extends the performance.

Semchedine et al. [12] in this paper a tabu search based routing protocol is proposed to route the data from the sensor to the sink. This method uses a cost function to select next sensor in data routing. In TSRP, when the sensor senses an event, it sends it to one of its neighbors selected based on the cost function. This cost function (inspired from the ant colony method) depends to the residual energy and the visibility of all the neighbor sensors compared to the sink.

Velasquez-Villada et al. [13] have presented a network management approach that uses a distributed, multipath algorithm to transport information from the sources to the base stations. Results of this paper show that the optimization model reduces energy consumption and increases resilience. The authors try to increase network's...
resilience, by creating multiple routes from the source node to the Base Station. Xia et al. [14] in this paper proposed a routing algorithm based on unequal clustering theory for wireless sensor network. The main objective of this approach is to balance the energy consumption among sensor nodes. This algorithm optimizes and innovates in two views: cluster head selection and clusters routing. Results for proposed algorithm are shown that new algorithm leveling the energy consumption between sensor nodes and improves the link quality.

3 SYSTEM MODEL

A wireless sensor network can be defined as a weighted undirected graph G (V, E), Where, V is the set of sensor nodes and E is the set of links between these nodes [15]. In the wireless sensor network, each node has a collection of neighbors who have been within range of the wireless nodes [16]. In simulations, one of the network nodes is considered as the source node, and another node is considered as destination node. The purpose is to find the optimal path between these two nodes. The two nodes are selected randomly among the network nodes. Routing starts from the source node and the next node is selected by the current node at each stage, until the destination node is reached. All sensor nodes have the same energy at the beginning. Because the energy used for transportation of data packets on the network is more impressive than other energy sources such as energy consumption required for sensing or processing information, other factors are ignored in the energy model. We consider Energy model for sending a bit on the transmitter as follows [16, 17]:

\[
\begin{align*}
E_{TX}(d) &= \left( E_{elec} + \epsilon_{fs} d^2 \right) & \text{if} & \quad d < d_0 \\
E_{TX}(d) &= \left( E_{elec} + \epsilon_{mp} d^4 \right) & \text{if} & \quad d \geq d_0
\end{align*}
\]

(1)

In the above equation \(d\) stands for the distance from the transmitter to the receiver. \(E_{elec}\) stands for power consumption in electronic components. And \(\epsilon_{mp}\) and \(\epsilon_{fs}\) stand for energy consumed per bit for amplifier of transferring packet depending on the distance of transmitter and receiver [18, 16]. Receiver energy consumption is obtained from the following equation:

\[ E_{RX}(n) = n(E_{elec}) \]

(2)

4 SIMULATED ANNEALING

The SA algorithm is a meta-heuristic search of simple and effective way in solving combinational optimizing problems. Of course, SA has expanded to solve steady problems. The simulated annealing method simulates the gradual cooling process to solve an optimization problem. The objective is similar to the energy of a matter that should be minimized with the help of defining an implicit temperature. In this case, temperature is a controllable parameter in algorithm. The SA algorithm is based on the physical mechanism of cooling metals, in which the metal is first heated and then cooled slowly, so that a solid crystal structure is formed. Strength of the Structure depends on the speed of cooling metal [19]. SA and other innovative algorithms start to work with an initial response which is created creatively. Then a neighbor answer, that causes improvement in the objective, is selected and it continues until other improvements don't happen in the objective function. Actually, a meta-heuristic algorithm is an innovative method that is able to search solution space in order to reach an optimum response [20, 21]. The general structure of simulated annealing method is shown in Algorithm 1.

Algorithm 1 (Simulated Annealing)

Procedure simulated annealing()
Input: Cooling schedule
\(S=S_0; /* S=solution*/\)
\(T=T_{max}; /* Initial Temperature*/\)
Repeat
Repeat/* fix Temperature*/
Generate a random neighbor \(s'\);
\(\Delta E = f(s') - f(s)\)
If \(\Delta E \leq 0\) then \(s = s'\)
Else accept \(s'\) with a probability \(\exp(-\Delta E/T)\);
Until Equilibrium condition
\(T=g(T)\);
Until stopping criteria satisfied
Output: Best solution found.
5 PROPOSED ALGORITHM

In many cases suitable routing can increase the lifetime of the network. Because of the importance of these networks in the field of Information technology, many studies have been conducted that improve the performance of these networks. We aim is to provide energy-efficient algorithm. The proposed algorithm is combines the meta-heuristic, simulated annealing and tabu search. We depict the proposed algorithm (SA), in detail in this section. First, with helped algorithms A* we create a primary route from source to destination. Then we identify the neighboring paths between source node and destination node with the help of tabu search algorithm. And we choose the optimal path with the help of simulated annealing algorithm. Details of the Algorithm are explained clearly in the following part.

5.1 Primary path

To find the primary path from the source node to the destination node use from the A*algorithm [22]. The primary route, that is found by A* algorithm is called, . We consider equal to and equal to .

\[ E = E_0 = E(P_0) \]  

(3)

The algorithm by combining \( g(n) \) (the cost of getting from the source node to the current node) and \( h(n) \) (the estimated cost of current node to destination node) evaluates the nodes. The purpose of this algorithm is to find out the lowest amount for the following function:

\[ f(n) = g(n) + h(n) \]  

(4)

In equation of 3, \( P_0 \) is the primary path and \( E_0 \) is the energy consumption in primary path, and \( P_{opt} \) is the optimal path, \( E_{opt} \) is the energy consumption in optimal path.

- Objective Function

In this algorithm, the aim is to find out a path with the lowest cost. In equation of 5, \( z \) is the total distance traveled from the source node to the destination node. Also \( i, j \) is the two nodes of the network nodes which are located in the path between nodes of source and destination. We proposed this algorithm with objective of minimizing the sum of distance from the source node to the destination node.

\[ \min z = \sum_{i=1}^{n} d_{ij} \quad i, j \in s \]  

(5)

5.2 Mechanism of establishment of the neighborhood routes

We create neighbor paths via following way and call it \( P' \). And \( E' = E(P') \) is calculated for each neighbor route.

\[ \Delta E = E' - E_0 \]  

(6)

Method Find out neighbor routes: it is assumed that the neighbor candidate list for each node includes, the nodes that is in sensing range of the node. First, we consider the source node as the current node and call it \( S \). Then, the next-hop node of the current node is considered as tabu node and is called \( T \). In fact, the \( T \) node is considered as tabu node, tabu node in the process of creating the neighbor paths is not considered as the route nodes. After determining the two nodes \( S \) and \( T \), the phase 1 runs.

- Phase 1

To choose a node for the next stage, we select a node among the existing nodes that has the highest amount of all neighboring nodes for function 7.

\[ f(x) = \frac{E_j}{d_{ij}} \]  

(7)

Where \( E_j \) is the initial energy of node \( j \) (j is a node in candidate list of node i) and \( d_{ij} \) is the distance between node i and j [16].

If multiple nodes with \( f(x) \) were identical, one of which closer to the destination node will be selected. The selected node at the end of this process is considered as the current node to continue the algorithms. With selecting current node in this process, Phase 1 will be performed.

- Phase 2

At this stage we act like to before stage. But in this stage there isn’t tabu node and nodes forming the initial path, can be also selected as nodes of the neighbor path. Equation 7 is used to pick the next-hop node at each stage, node with highest value for equation 7 was selected as next-hop node. This phase is reiterated until arriving to the destination node. With reaching to the destination node created a neighbor solution.
Establishment of the second neighborhood solution:

Consider the path which is produced in the initial response. We choose the first hop in this direction as the first hop of the second neighbor path. We consider this node, as a current node and call it S, and we consider the next node in primary path as tabu node and call it T. Then we run phase 1 to choose a node for next step. By revealing the next step, phase two will continue until it reaches to the destination node. The second neighbor response is also made by reaching the destination node.

Establishment of the i’th neighborhood solution is similar to establishment of the second neighborhood solution. This process continues until n-1 neighbor solution for the initial solution is achieved. n is the number of steps of the initial path. For example, if the initial path is composed of four steps, three neighbor routes can be calculated for it.

Using the mechanism of accepting new candidate answers, we decide whether to accept new candidates answer or not. In other words, calculation of the difference between the energy level for initial answer \( E_0 \) and neighbor solution generated \( E' \), and \( \Delta E = E' - E_0 \) is calculated for objective function.

\[
E_0 = E(p_0) \quad (8)
\]
\[
E' = E(p') \quad (9)
\]

\( \Delta E \) is the difference between the objective function of current solution and neighbor solution. Above process is repeated for each of the neighbor routes.

- **Estate1**
  If, \( \Delta E = E' - E_0 \leq 0 \) Then, improve energy levels System. The primary response \( p_0 \) is omitted, and neighbor response \( p' \) is accepted.

- **Estate2**
  If, \( \Delta E = E' - E_0 \geq 0 \) (lack of improvement in neighbor solution), then \( e^{-\frac{\Delta E}{T}} \) is compared with a random number between zero and one. If it is larger than the random number, then the neighbor solution is replacing the current answer.

5.3 **Set the initial temperature (T0)**

In the proposed algorithm initially starts from a high temperature, to cover of any new neighbor solutions. We in this algorithm, set \( T_0 = 1000 \).

### 5.4 The process of temperature reduction

The Law (function) of temperature decrease:

\[
T_i = \alpha T_{i-1} \ ; \ \alpha < 1 \ , \forall i = 1, \ldots, \max
\]

In the above equation, \( \alpha \) is a constant number and less than 1, considered usually between 0.5 and 0.99.

### 5.5 The number of repetitions at each temperature

To achieve balance in any temperature, a number of repetitions should be performed. We use a static strategy, in which the number of iterations is determined before the algorithm starts. The number of repetitions is presented in Table 1.

### 5.6 The termination condition of algorithm

When the number of iterations in the inner loop reaches to the desired number, the inner loop is carried out and reduces the temperature. In theory, when the temperature approaches to zero, the simulated annealing algorithm terminated. Here stopping criterion is getting to one, or there is not improvement in the solution found.

### 6 SIMULATION RESULTS

In this section we will simulate SAT algorithms with changes in the number of nodes and some of the parameters that were mentioned in each part, and we will compare the impact of changes in the cost of finding the optimal path. MATLAB software is used for simulation. This method is one of the improvement methods, by which we can exit local optimal points. This result is achieved due to the acceptance of solutions that worsen the objective function. But this method is sensitive to parameters and adjusting these parameters is time-consuming to some extent. Determining parameters sometimes take place in a period, that choosing the appropriate amount in this period is different according to various situations. SAT algorithm is compared with TSRA algorithm in the average energy consumption and average path length. Simulation results have been achieved from Average of various operations. Simulation parameters are described in Table 1.
Table 1: Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.6</td>
</tr>
<tr>
<td>Network size</td>
<td>$100\times100$ m$^2$</td>
</tr>
<tr>
<td>Node numbers</td>
<td>n=$20, 40, 60, 80, 100$</td>
</tr>
<tr>
<td>number of iterations in</td>
<td>100, 400</td>
</tr>
<tr>
<td>outer loop</td>
<td></td>
</tr>
<tr>
<td>$E$</td>
<td>0.5j</td>
</tr>
<tr>
<td>$E_{\text{elec}}$</td>
<td>50nj</td>
</tr>
<tr>
<td>$\varepsilon_{\text{mp}}$</td>
<td>0.0013 pJ/m$^4$</td>
</tr>
<tr>
<td>$\varepsilon_{\text{fs}}$</td>
<td>10pJ/m$^2$</td>
</tr>
<tr>
<td>$d_0$</td>
<td>87.0m</td>
</tr>
<tr>
<td>R</td>
<td>20m</td>
</tr>
<tr>
<td>$T_f$</td>
<td>1</td>
</tr>
<tr>
<td>$T_0$</td>
<td>1000</td>
</tr>
</tbody>
</table>

Network size is $100\times100$. Numbers of sensors are selected from the set {20, 40, 60, 80, 100}. And energy, all the sensor nodes equalled are considered with each other. The primary node energy is 0.5, and the nodes are distributed randomly. The wireless communication radius of sensors is set to 20 m [23, 24]. Sensor network consider a square planar environment, the nodes are randomly distributed in the environment. The nodes are supposed without moving, the nodes are expansion equally to cover the whole area.

As Fig. 1 shows, the average length of path in the SAT algorithm is lower than TSRA algorithm. Fig. 2 shows the maximum number of repetitions in the outer loop has a significant impact on time. But in finding the optimal path has little impact. So in the networks that time is crucial, we should be sufficient to replicate the low, and reduce the computational time.

Also, Fig. 3 represents the average power consumption in SAT is lower than TSRA algorithm. In Figure (4) Repetition in outer loop is compared for two states of 100 and 400, when repetition increases in the outer loop, the distance along the paths decreases, and it saves energy consumption. But the number of these Repetitions must not be so high that computational cost increase.
7 CONCLUSION

In this paper, we proposed an algorithm to determine an optimal path based on simulated annealing in wireless sensor networks. In the proposed algorithm used of two meta-heuristic algorithm, simulated annealing and tabu search. Compare the proposed algorithm with the tabu search algorithm. We repeated network simulation by changing the number of nodes in the network and conditions of algorithm. We used average results to compare with the tabu search algorithm. The results show that the use of simulated annealing algorithm in selecting optimal neighboring route and the initial route reduces the power consumption in wireless sensor network routing. The simulation results of the two compared algorithms, which are randomly generated for different networks represent that the performance of the proposed algorithm is improved.
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