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ABSTRACT

SMS classifying technology has important significance to assist people in dealing with SMS messages. Although sms classification can be performed with little or no effort by people, it still remains difficult for computers. Machine learning offers a promising approach to the design of algorithms for training computer programs to efficiently and accurately classify short text message data. In this paper we introduce a weighting method based on statistical estimation of the importance of a word for an SMS categorization problem, which will classify Mobile SMS into predefined classes such as occasions, friendship, sales etc. All sms are converted into text documents. After preprocessing vector space model is prepared and weight is assigned to each term. This weighting method based on statistical estimation of the importance of a word for an SMS categorization problem. The experiments reported in the paper shows that this weighting method improves significantly the classification accuracy as measured on many categorization tasks.
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1 INTRODUCTION

In the recent few years Short Message Service (SMS) has emerged as a popular means of communication between mobile users. The concept of SMS (Short Messaging Services) was highly successful, and soon became almost as important as the facility to have a voice communication. Today, this service is almost free, or being offered at a negligible cost [1].

Text Classification is the process of classifying documents into predefined classes based on its content. Text classification is important in many web applications like document indexing, document organization, spam filtering etc. [2].

In text classification, a text messages may partially match many categories. We need to find the best matching category for the text messages.

The term frequency-inverse document frequency (TF-IDF) approach is commonly used to weigh each word in the text document according to how unique it is. In other words, the TF-IDF approach captures the relevancy among words, text documents and particular categories [3].

In this paper, we use TF-IDF weighting model, which considers that if the term frequency is high and the term only appears in a little part of documents, then this term has a very good differentiate ability. This approach emphasizes the ability to differentiate different classes more, whereas it ignores the fact that the term that frequently appears in the documents belonging to the same class, can represent the characteristic of that class more[4].

We put forward the novel improved TF-IDF approach for text classification, and will focus on this approach in the remainder of this paper, and will describe in detail the motivation, methodology, and implementation of the improved TF-IDF approach.

2 SMS DOCUMENT RETRIEVAL

Mobile phone devices belonging to four categories have been stored in a local database for further processing. We made a small procedure through a program to convert them in to XML file as the following concern points:
1) Each message has verbs, nouns, adjectives and remaining sentence. In this we made our procedure to find them as the first step.

2) English dictionary, stop words list, previously have been used which are previously converted to XML file.

3) For building the database, all the messages have been entered in to the program and the result will be the repetition of each word in that message, as shown in Table 1.

4) Finally, the classes of all SMS messages as: occasion, greetings, friendships, sales categories, are assigned.

### Table 1: The words acted in to xml file format

<table>
<thead>
<tr>
<th>Occasions</th>
<th></th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year</td>
<td></td>
<td>139</td>
</tr>
<tr>
<td>Happiness</td>
<td></td>
<td>19</td>
</tr>
<tr>
<td>Prosperity</td>
<td></td>
<td>9</td>
</tr>
<tr>
<td>Others</td>
<td></td>
<td>...</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>greetings</th>
<th></th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>year</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>happiness</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>Prosperity</td>
<td></td>
<td>12</td>
</tr>
<tr>
<td>Others</td>
<td></td>
<td>...</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>sales</th>
<th></th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>year</td>
<td></td>
<td>24</td>
</tr>
<tr>
<td>happiness</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Prosperity</td>
<td></td>
<td>15</td>
</tr>
<tr>
<td>Others</td>
<td></td>
<td>...</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Friendships</th>
<th></th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year</td>
<td></td>
<td>30</td>
</tr>
<tr>
<td>Happiness</td>
<td></td>
<td>11</td>
</tr>
<tr>
<td>Prosperity</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Others</td>
<td></td>
<td>...</td>
</tr>
</tbody>
</table>

3) SMS PROCESSING

This stage is crucial in determining the quality of the next stage, that is, the classification stage. It is important to select the significant keywords that carry the meaning, and neglect the words that do not contribute to the distinguishing between the documents; this stage consists of the following steps:

3.1 The replacement of the abbreviations

An abbreviation is a short way of writing a word or a phrase that could also be written out in full. Usually, but not always, it consists of a letter or group of letters taken from the word or phrase. For example, the word abbreviation can itself be represented by the abbreviation abbr, abbrv or abbrev [5].

A collection of 1500 words have been collected with their abbreviations and stored in XML files, to replace all the existing abbreviations in messages with the original words that they mean.

3.2 Stop Word Removal

Many of the most frequently used words in English are useless in Information Retrieval (IR) and text mining. These words are called 'Stop words'. Stop-words, which are language-specific functional words, are frequent words that carry no information (i.e., pronouns, prepositions, conjunctions). In English language, there are about 400-500 Stop words. Examples of such words include (‘the’, ‘of’, ‘and’, ‘to’). We need to remove these Stop words, which has proven as very important step because it reduces the size of text to be processed [6].
3.3 Part of speech tagging

Part-of-speech (POS) tagging is the task of determining the correct parts of speech for a sequence of words. POS tagging is useful for a large number of applications: It is the first analysis step in many syntactic parsers. It is used in information extraction, speech synthesis, lexicographic research, term extraction, and many other applications [7].

Every term in the document has a part of speech tag such as noun, verb, adjective and adverb. As human, we can see that not all the word forms contribute to the meaning of a document in the same amount. For example it is expected that adverbs are kind of transition words and do not tell much about the content in the document, whereas nouns tells much more [8]. In this research we have used POS tagging to extract the verbs, adjectives and names as features and neglect the other parts of speech.

3.4 Stemming technique

Stemming techniques are used to find out the root/stem of a word. Stemming converts words to their stems, which incorporates a great deal of language dependent linguistic knowledge. Behind stemming, the hypothesis is that words with the same stem or word root mostly describe same or relatively close concepts in text and so words can be conflated by using stems. For example, the words, user, users, used, using all can be stemmed to the word ‘USE’. In the present work, the Porter Stemmer algorithm [9], which is the most commonly used algorithm in English, was used.

4 CREATING DICTIONARIES

There is a dictionary for each type of SMS have been created which contain the words that are extracted from each type with the number of occurrence in each document, and it is stored in XML file, then an English dictionary have been used in order to search for each word in the SMS and if it is not found there it is considered as a foreign word and it will be neglected.

5 VECTOR SPACE MODEL

The vector space model defines documents as vectors (points) in a multidimensional space where the axes (dimensions) are represented by terms. Depending on the type of vector components (coordinates), there are three basic versions for this representation: Boolean, term frequency (TF), and term frequency-inverse document frequency (TF-IDF) [10], which is used in this research.

6 TF-IDF TECHNIQUE

TF-IDF is evolved from IDF which is proposed by Sparck Jones with the heuristic intuition that a query term which occurs in many documents is not a good discriminator, and should be given less weight than one which occurs in few documents [11].

The formula of TF-IDF is:

$$TF-IDF(t_i,d_j) = tf(t_i,d_j) \log \frac{N}{n_i}$$ (1)

Where $tf(t_i,d_j)$ represents the term frequency of
term i in document j, N represents the total number of documents in the dataset, represents the number of documents where the term i appears [12].

The basis of TF*IDF is from the theory of language modeling that the terms in a given document can be divided into (with and without) the property of eliteness [11], i.e., the term is about the topic of the given document or not. The eliteness of a term for a given document can be evaluated by TF and IDF which is used for the measure of importance of this term in the collection.

However, there are some deficiencies of TF*IDF method. The first one is that it is sometimes criticized as ‘ad-hoc’ because it is not directly derived from a mathematical model of term distribution or relevancy analysis although usually it is explained by Shannon’s information theory [13]. The second one is the dimensionality of text data which affect the size of the vocabulary across the entire data-set. And it brings out a huge computation of the weight of each term occurring in each document [14].

7 RESULT AND DISCUSSION

In this study we analyzed 4 categories of sms these are sales, occasion, friendship, and greeting sms, we randomly sampled two-thirds of the sms for training and used the remaining one-third for testing. Normally, as an example, we have sample message as it appearing:

“Thank you for your May 15 telephone order for 475 TV/VCR coaxial cables. Delivery of our catalog items generally takes less than a week. Larger orders such as yours may take two to three weeks. We are pleased to notify you, however, that your large order qualifies you for our new 20% bulk discount, applied to all orders over $200. (As you will see on the accompanying invoice, we have already deducted your discount from the total price of your order.) ”.

The program will omit unwanted or repeated words in the sentence by using the stop words list; the words are referred by red color in order to be ignored by the next step as shown in the Figure 4.

![Fig. 4. Stop word removal](image)

The message is still long and it is difficult to be recognized and classified. A new technology has been proposed by using tagging words to keep some specified kinds of words more likely verbs, adjective and nouns. A library named by OpenNLP has been used to keep eyes on the criteria words only and ignore other kinds of sentence’s words. Figure 5 shows the tagging words, where tokens are mentioned by different colors in the same figure. We colorized the verb by green light color while nouns in blue and for the adjectives are in orchid color. The black color will be ignored in the next step from the message.

![Fig. 5. The tokens in the message](image)

The final step is stemming words, by using some more technique to avoid the spelling correction. In fact an English dictionary was built by collecting over 5800 English words then a comparison of the stemmed words with this dictionary was done. Figure 6 shows the result of the steaming technique.

![Fig. 6. Steaming technique](image)
As a result the following words will remain after the above processing: “telephone, order, coaxial, delivery, pleas, large, new, bulk, accompany, total price” In the last steps, what we need now is to get the weights of the words from the XML file format.

The words that are selecting for message classification are the following “telephone, order, coaxial, delivery, pleas, large, new, bulk, accompany, total price”. By applying TF-IDF technique on the remaining weighted words, the output will be as in Figure 7.

Fig. 6. The stemmed words in the message

Fig. 7. The final result of the TF-IDF technique

The decision in majority goes to sales by 99% according to the whole words except new which is 1% percent goes to occasion’s type. The word which has a high frequency on those documents will willing that kind of that document.

8 CONCLUSION

Text categorization is a hot research topic in current information retrieval, and is an important branch of data mining and information retrieval. How to improve the classification accuracy is an important topic in text categorization, in order to solve this problem, much research has been done to find new classifiers which will improve the accuracy, whereas this paper tries to improve the accuracy by proposing an improvement on TF-IDF weighting method. From the experiments, we can see this improvement increases the accuracy significantly, therefore we think this improvement is promising.
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