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ABSTRACT 
 

Cloud computing points to programs and services executed in a distributed network and using virtual 
resources. As the result of this virtualization, it is felt that the resources are unlimited, but this is not true. In 
addition, these resources are accessible through common internet protocols and network standards. The 
purpose of most studies and researches carried out in this regard is to obtain an efficient model of resource 
allocation in cloud computing environment. In fact, resource allocation is a hierarchical and analytical 
process, and is a process performed after resource scheduling. Since cloud computing is a commercial field, 
the price and service quality is the main factor of this field. Our purpose is to dedicate resources to the users 
of cloud environment in a way that when a resource is available, no user waits for that resource. This 
dedication is considered with high precision and processing speed. This study is compared with genetic 
algorithm whose results are investigated and studied, and with our proposed algorithm, particles swarm 
algorithm that is one of the nature oriented algorithms. In this study, our purpose is to distribute interfaces 
in cloud computing environment in a way that they are useful to optimize resource allocation and to reach 
the main purpose of this research; that is, to reduce energy consumption. By creating an abstract layer on all 
physical resources, resources can be managed dynamically by the help of virtualization. Selecting an 
appropriate and efficient algorithm is required for resource allocation due to dynamic resources and various 
user requests in cloud technology to increase efficiency.  

Keywords: Cloud Computing, Resource Allocation, Nature-Oriented Algorithm, Interface Energy.  
 
1 INTRODUCTION  
 

Nowadays, cloud computing by internet has 
made it possible to process large volume of data all 
over the world. Allocating virtual machine is one of 
the most important issues in cloud computing, and 
refers to optimal determination of virtual machines 
in physical servers of cloud data center in a way 
that minimum number of physical servers is on. By 
optimal allocating of virtual machines to physical 
hosts, energy consumption can be reduced, and the 
quality of providing service can be improved. In  

 
cloud computing, services are provided in various 
layers and levels. Optimum allocation of virtual 
machines to physical hosts not only has consider-
able effects on reducing energy consumption of 
data centers but also can be useful for preventing 
environment pollution and increasing utility and 
efficiency. Hence, optimizing resource allocation is 
also an important challenge. What the studies show 
is that using different virtual methods, combining 
these techniques and using evolutionary strategies 
in applying these techniques along with suitable 
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and efficient algorithms can result in detecting 
desirable results. 

Evolutionary procedure of computing is one of 
the essentials of today's life. In this case, the users 
of cloud environment try to access it on the basis of 
their requirements and regardless of this fact that 
where the service is located or how it can be 
delivered (Pearson, 2009). Cloud computing 
attempts to provide serviced in networked virtual 
machines dynamically so that users can access to 
required application programs all over the world 
(Chandrashekharat et al, 2012). 
 
2 EXPLAINING INTELLIGENT WATER 

DROPS ALGORITHM 

It’s an algorithm used for optimizations and is 
based on swarm intelligence. This algorithm is 
performed in groups, and it is a nature-inspired 
algorithm. This algorithm can be used for 
combinatorial optimization. However, it may be 
adapted for continuous optimization too. This 
algorithm was first introduced for travelling 
salesman problem in 2007. Since then, multitudes 
of researches have focused on improving the 
algorithm for different problems. 

Almost, IWD algorithm is composed of two 
parts: a graph that plays the role of distributed 
memory on which soils of different edges are 
preserved, and the moving part of the IWD 
algorithm which as a few number of intelligent 
water drops. These intelligent water drops both 
compute and cooperate to find better solutions, and 
by changing soils of the graph, the paths to better 
solutions become more reachable. IWD-based 
algorithms need at least two IWDs to work. 

The characteristics of the water drop 
 

1) It carried some soils in each moment, 

soil (IWD) 

2) Velocity of movement, velocity (IWD) 

The value of both characteristics may change 
with the current of water drop in the environment. 

The water drop attracts some soils during the 
movement.  

The velocity of the water drop increases on the 
basis of nonlinear inverse proportion to the amount 
of soil between two places. The amount of the coil 
added to water drop has direct relation with its 
velocity, when the water drop has to choose one 
path among several passes from the source to 
destination, it prefers the easier path. 

 
 
 

When are meta-heuristic and innovative methods 
used? 
 

• Simple problems with too large samples (due 

to large dimensions of the problem, solving 

it precisely it costly). 
 

• Simple problems with much real time 

limitations (dynamic optimization problems). 
 

• Optimization problems with objective funct-

ions or time-consuming limitations (high 

computing cost in precise methods). 

• Non-analytical models 
 

• Complex simulation problems 
 

• Control problems (such as traffic managem-

ent in which decisions are in the range of the 

seconds) 

 

3 THE RESEARCH METHOD 

In this research, about 50 references have been 
firstly studied, but about 35 references have been 
used in this study, and we studied researches and 
studies that have been carried out up to now. These 
result of these studies showed that the subject 
entitled resource allocation by intelligent water 
drops and proposed by Hossein Shah Hosseini has 
not been taken into account. With regard to special 
characteristics of this algorithm, I have decided to 
study the proposed algorithm on the basis of 
intelligent water drops or IWD. 

Since there are special methods and techniques 
for virtualization, we have tried to use some 
techniques for resource allocation. The purpose is 
to reduce energy consumption. We will explain our 
criteria to select these techniques in next sections. 

Since there is no suitable position to observe our 
research results, we had to use simulator software 
of Cloud Sim in cloud computing environment. 
This simulator software is very stronger than 
CloudAnalyst and Cloud Reports. 
 
4 THE NECESSITY OF RESOURCE 

ALLOCATION 

Resource allocation is a process distributing the 
available resources on the basis of required cloud 
programs in the internet. By resource allocation, 
resources are managed. The methods and 
approaches of resource allocation are presented 
limited environment by collecting and combining 
scare resources to meet cloud requirements. In 
approaches and methods, type and amount of 
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resources are required, and each program requires 
them to complete the required programs of a user. 
The order and time of resource allocation are 
considered in an optimization algorithm (Vinotina 
et al, 2012). There are some potential features in 
cloud such as reliability, security, accessibility, 
execution time and etc. Our purpose is to allocate 
the resources to the users in a cloud. Through 
resource allocation, energy consumption can be 
optimized, and the user does not endure any delays 
for obtaining the required resources (Balshwar 
Govil et al, 2013). 
 
5 THE FRAMEWORK OF RESOURCE 

ALLOCATION ON THE BASIS OF 

VIRTUALIZATION 

There is a framework in resource allocation in 
cloud computing. We will explain it in this article. 
Cloud computing by the help of networked virtual 
machines can be taken into account as a new 
method to create dynamic new generation of data 
centers. In this way, computing world moves 
toward developing softwares that are accessible for 
millions of persons as a service. Cloud computing 
system is managed on the basis of virtual machines. 
In fact, virtual machines are special software that 
can simulate the system hardware. The operating 
system can execute an application program on 
virtual machines, and can transfer a package to 
others. Resource allocation on the basis of virtual 
machines in a cloud computing environment has 
been shown in the following figure. In fact, W-
agent is an agent for all workloads. R-Agent is in 
fact an agent for all kinds of hardwares. Workloads 
are executed on a virtual machine. They seek the 
highest quality, and consult with R-Agents to reach 
this level of W-Agent quality. They shave the 
required information. The algorithms of resource 
allocation perform on the basis of virtual machines 
that have been shown in cloud computing 
environment (Xi Fu et al, 2013). 
 

 
Fig. 1. The framework of resource allocation on the basis 
of virtualization in the cloud 

6 MANAGING ENERGY CONSUMPTION 

BY VIRTUAL MACHINES 

In this regard, three following problems are 
proposed, and they will be explained in the 
following sections. 

 

1) When should virtual machines migrate? 
 

The answer of this question is that virtual 
machines must migrate in two times. This will 
be explained in the following sections. 
 

6.1 Host Overload 

When the virtual machine is allocated to a 
host more than its capacity, Host Overload 
occurs and SLA agreement is violated. Hence, 
in such situations, migration of virtual 
machines is surely essential. In order to identi-
fy this event on time and before violating SLA 
agreements, some algorithm are proposed in 
terms of Host Overload Detection Algorithms 
(Oct, Jayasnghe, 2012). In this study, the met-
hods used widely are explained. These 
methods are divided into two groups. The first 
group is related to algorithms depending on a 
threshold of resource consumption. In fact, 
these methods are determined as a limit of 
threshold. If the resources of virtual machines 
are used more than this threshold limit, then 
Host Overload occurs for that first. This group 
is called Adaptive utilization threshold based 
algorithm. The second group is algorithms 
based on regression, and are known as regress-
ion based algorithms. Some of these methods 
will be explained in the following sections. 
 

7 ADAPTIVE UTILIZATION THRESHOLD 

BASED ALGORITHMS 

 

1) A static CPU utization Threshold: 
One of the simplest methods of detecting Host 
overload is using static threshold method. In 
this method, a threshold is defined. When host 
processor is used more than threshold, then 
host overload detection algorithm detects that 
host overloading has occurred for this host. 
 

1. Adaptive utilization threshold based 
algorithms 

2. median absolute Deviation algorithm 
(MAD) 

3. Interquartile Range algorithm(IQR) 
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7.1 Host under load 

Much studies such as the article of [Butta 
220] show that when services are on in free 
times, they consume 70% energy in peak time 
of the work. Hence, it seems that when the 
server with low loud volume is on, it is not 
economical. The methods used to detect idle 
servers are considered in the fields of Host 
overload detection algorithms. 
2) Which virtual machine migrates? 
After detecting migration time of virtual 
machines must be selected for migration (Yan 
Piao,2010). The methods answering this 
question are known as VM selection. In this 
section, three methods will be explained. 
These methods are the most well-known and 
widely used methods. 
 
7.2 Minimum Migration time policy (MMT) 

In this method, the virtual machine is 
selected among a set of virtual machines, and 
its migration time is lesser than others. In 
order to estimate the required time of a virtual 
machine’s migration, the following equation 
can be used: 
 

VVJaVJ ,
���	�(�)

���	�
  

���	�(�)

���	�
 

 

In this equation, Vj is a set of virtual 
machines located on a host. we are going to 
select one or more machines for migration, 
NET j refer to free bandwidth of j host that 
can be used to transfer the virtual 
machine.RAM u(V) and RAM u(a) point to 
the main memory used in virtual machines of 
a and Vo. According to these equations, the 
virtual machine that can obtain the minimum 
volume is selected for migration. 
 
 

 
7.3 Random Selection Policy (RS) 

In this method, one of the virtual machines 
is randomly selected for migration. There is no 
parameter for comparison and investigation, 
and it is selected randomly. 
3) The selected machines migrate to which 
hosts? 
In this research, in order to answer this 
question, IWD algorithm, which is an 
innovative, meta-heuristic and nature-oriented 
algorithm, and optimization algorithm based 
on swarm intelligence are presented. 
 
8 INVESTIGATING ENERGY 

CONSUMPTION BY CONSIDERING IQR 

AS HOST OVERLOAD DETECTION 

ALGORITHM 

In table 1, energy consumption has been 
taken into account by considering IQR as Host 
overload detection algorithm and by using RS 
and MMT algorithms as VM selection 
algorithms. The proposed algorithm has been 
performed along with PSO and GA algorithms 
in ten random executions. Execution coverage 
of ten rounds has been shown in two last 
columns on the basis of W/H and KW/H. As it 
can be observed, the average energy 
consumption is 27 W/H in the proposed 
algorithm by using MMT algorithm, and the 
proposed algorithm has the minimum energy 
consumption in comparison to GA and PSO 
algorithms. In addition, our proposed 
algorithm has 45 w/H energy consumption by 
using RS algorithm, and it has minimum 
energy consumption in comparison to two 
other algorithms. 
 

Tablet 1: Energy consumption by considering IQR as Host Overload detection algorithm 
 

 Roun
d 1 

Roun
d 2 

Roun
d 3 

Roun
d 4 

Roun
d 5 

Roun
d 6 

Roun
d 7 

Roun
d 8 

Roun
d 9 

Roun
d 10 

AVG(K
W/H) 

AVG(
W/H) 

E
nergy

 

M
M
T 

IWD 0.02 0.04 0.03 0.02 0.02 0.02 0.04 0.01 0.03 0.04 0.027 27 
GA 0.09 0.05 0.06 0.06 0.01 0.01 0.02 0.04 0.02 0.05 0.041 41 
PSO 0.04 0.03 0.03 0.03 0.13 0.02 0.02 0.08 0.05 0.1 0.053 53 

R
S 

IWD 0.01 0.06 0.01 0.08 0.1 0.02 0.03 0.09 0.03 0.02 0.045 45 
GA 0.06 0.02 0.03 0.09 0.05 0.07 0.04 0.04 0.03 0.03 0.046 46 
PSO 0.11 0.06 0.04 0.02 0.06 0.04 0.07 0.11 0.02 0.06 0.059 59 

 
 
 
 

 
 

 
 
 

 
 



318 
 

 
 
 

 

 
S. A. H. Abadi and H. H. S. Javadi / International Journal of Computer Networks and Communications Security, 3 (7), July 2015 

In table 2, the average of energy consumption has 
been separately demonstrated in ten rounds when 
IQR algorithm is considered as Host overload 
detection algorithm. 

 
Table 2: The average of energy consumption by 
considering IQR algorithm as Host Overload detection 
algorithm in ten rounds. 

 
 IQR/MMT IQR/RS 

IWD 27 45 

GA 41 46 

PSO 53 59 

 
 

 
Fig. 2. The average of energy consumption by 
considering IQR as Host overload detection algorithm in 
ten rounds 
 
 

In graph of figure 2 obtained on the basis of table 
2, it can be observed that IWD algorithm has the 
least amount of energy consumption in comparison 
to particles swarm and genetic algorithms. IWD 
algorithm by using RS algorithm as VM selection 
has better performance than GA algorithm. By 
using MMT algorithm, it has better performance 
than PSO and GA algorithms. In this graph, vertical 
axis shows energy consumption, and its unit is w/H. 
 
9 INVESTIGATING THE AMOUNT OF 

ENERGY CONSUMPTION BY 

CONSIDERING MAD AS HOST 

OVERLOAD DETECTION ALGORITHM 

In table 5, energy consumption has been taken 
into account by considering MAD as Host overload 
detection algorithm and by using RS and MMT 
algorithm as VM selection algorithms. The 
proposed algorithm is randomly executed with GA 
and PSO algorithm in ten rounds. The average of 
executing these ten rounds has been shown in two 
last columns on the basis of W/H and ICW/H. 
According to the obtained numbers, it can be 
observed that the proposed algorithm with energy 
consumption average of 45 W/H has the minimum 
amount of energy consumption by using MAD 
algorithm in comparison to GA and PSO 
algorithms. Also, the proposed algorithm with 
average of 47 w/H has the minimum amount of 
energy consumption by using RS algorithm in 
comparison to other two algorithms. 

 
Table 5: Energy consumption amount by considering MAD as Host Overload detection algorithm 

 
 Roun

d 1 
Roun
d 2 

Roun
d 3 

Roun
d 4 

Roun
d 5 

Roun
d 6 

Roun
d 7 

Roun
d 8 

Round 
9 

Round 
10 

AVG(KW
/H 

AVG(
W/H) 

E
nergy

 

M
M
T 

IWD 0.01 0.08 0.06 0.05 0.07 0.01 0.02 0.03 0.05 0.07 0.045 45 

GA 0.03 0.01 0.03 0.09 0.09 0.07 0.01 0.02 0.13 0.04 0.052 52 

PSO 0.11 0.01 0.06 0.13 0.04 0.03 0.02 0.03 0.11 0.06 0.06 60 

RS IWD 0.03 0.03 0.08 0.01 0.04 0.05 0.05 0.05 0.05 0.08 0.047 47 

GA 0.01 0.06 0.08 0.02 0.11 0.05 0.05 0.1 0.01 0.05 0.054 54 

PSO 0.11 0.07 0.05 0.05 0.01 0.03 0.08 0.04 0.15 0.02 0.061 61 
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The average of energy consumption has been 
separately shown in ten rounds in the following 
table. 

 
Table 6: The average of energy consumption by 
considering MAD as Host overload detection algorithm 
in ten rounds 

 MAD/MM
T 

MAD/RS 

IWD 45 47 

GA 52 54 

PSO 60 61 

 
 

 
Fig. 4. The average of energy consumption by 
considering MAD as Host Overload detection algorithm 
in ten rounds. 

 
In the graph of figure 4 obtained on the basis of 

table 6, it can be observed that the proposed 
algorithm has minimum energy consumption in 
comparison to PSO and Genetic algorithms. GA 
algorithm has better performance than PSO 
algorithm by using MAD and RS algorithms. In this 
graph, vertical axis shows energy consumption on 
the basis of W/H. 

10 CONCLUSION  

Optimal energy consumption is not only 
economical but also is considered as a task and 

duty. As it has been considered in different cultures 
and religions, human cannot violate the rights of 
generation. This issue has been ignored in the 

history, so today's societies and environment have 
been seriously damaged. With regard to the fact 

that there are many users and resources in cloud 
computing, the researches and studies that have 
been carried out up to now show that some 

purposes can be achieved by virtualization such as 
reducing energy consumption of data centers, 

optimal usage of software and resources in cloud 
computing and optimal usage of hand width. Much 

research can be carried out in this regard, but it is 
difficult to reach optimization become there are 

many conclusion parameters in this regard. studies 
show that using various methods of virtualization, 

combining these techniques and using evolutionary 
strategies in applying these techniques result in 
detecting  new algorithms. These new algorithms 

present acceptable results in optimization of energy 
consumption in cloud computing. In these graphs, it 

can be observed that the proposed method has 
better conditions in terms of optimal energy 

consumption of 27 W/H in comparison to IWD 
algorithm along with IQR algorithm to detect the 
overload of physical host and MMT algorithms to 

select virtual machine. The proposed method has 
45.71 percent of energy consumption optimization 

in comparison to two other algorithms. 
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